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ABSTRACT
CPU affinity reduces data copies and improves data locality and
has become a prevalent technique for high-performance programs
in datacenters. This paper explores the tension between CPU affin-
ity and sustainability. In particular, affinity settings can lead to
significant uneven aging of cores on a CPU. We observe that in-
frastructure threads, used in a wide spectrum of network, storage,
and virtualization sub-systems, exercise their affinitized cores up
to 23×more when compared to typical 𝜇s-scale application threads.
In addition, we observe that the affinitized infrastructure threads
generate regional heat hot spots and preclude CPUs from being
used with the expected lifetime. Finally, we discuss design options
to tackle the unbalanced core-aging problem to improve the overall
sustainability of CPUs and call for more attention to sustainability-
aware affinity and mitigation of such problems.

CCS CONCEPTS
• Computer systems organization→ Architectures; • Hard-
ware→ Power and energy.
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1 INTRODUCTION
Today’s datacenter applications require a response to a single user
request from thousands of software services. Achieving high re-
quest rates under 𝜇s-scale tail latency is particularly important
for requests with service times of only a couple of 𝜇s (e.g., Mem-
CacheD [36] or RAMCloud [39]). However, recent studies have
shown that CPUs are not well-designed for today’s cloud applica-
tions [10, 18, 26, 46, 47]. The common bottlenecks for those 𝜇s-scale
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applications are CPU front-end stalls and data miss penalties, even
when no resource interference exists.

CPU affinity is a system setting that is used to improve data
locality and reduce context switches. The affinity is realized by the
operating system (OS) that binds a thread and a physical core so that
the thread always runs on that particular core. The affinity setting
has beenwidely used tomitigate the aforementioned CPU efficiency
problem. For example, modern latency-critical (LC) applications
benefit from the affinity setting to achieve low end-to-end latency
and high throughput [25, 32].

This paper focuses on a broader usage of the affinity setting.
Within datacenters, besides application threads, many infrastructure-
managed threads need CPU affinity for high performance as well. Al-
though those threads do not execute useful business logic, their per-
formance fundamentally determines the tail latency and through-
put of LC applications because they closely coordinate with LC
application threads on each request. These threads widely exist
in low-latency network/storage stacks [2, 6, 11, 41, 44, 50], virtu-
alization stacks [31, 40, 49], and many user- or OS-level modern
schedulers [2, 24, 38].

In this work, we study the effects of CPU affinity in terms of
sustainability: what are the implications of CPU affinity on cores’
lifetime? Two main factors have been positioned as determinants of
cores’ lifespan. First, transistors gradually wear out by the continu-
ous movement of charges, manifesting as slower transistors and,
thus, slower critical paths [12]. Second, thermal variance across a
chip die generates hot spots. The heat asymmetry causes gradual
elevation of the threshold voltage and longer transistor switching
delay [16, 48] on some cores.

Although prior work discusses some relevant aspects of CPU
lifetimes, we find there are still the following two fundamental
challenges in understanding, measuring, and anticipating cores’
sustainability:
• There lacks a methodology to distinguish infrastructure threads
and LC applications threads that require core-pinning. We term
them core𝐼𝑛𝑓 𝑟𝑎 and core𝐿𝐶𝐴𝑝𝑝 .1 While the microarchitectural
features of core𝐿𝐶𝐴𝑝𝑝 have been extensively explored [10, 18,
26, 46, 47], there has been little exploration of common features
across different core𝐼𝑛𝑓 𝑟𝑎 .

• Although a wide range of modeling has been proposed to esti-
mate the lifetime of cores, they usually require knowledge such
as transistor-level activity factors and manufacturing parame-
ters [37, 48]. This information is either hard or too costly to

1Since we focus on CPU affinity, if not clarified, threads and cores are interchangeable
in this paper.
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collect over time. Metrics visible at runtime and manageable by
cloud providers are still missing.
To this end, this work investigates the downside of CPU affinity

across various core𝐿𝐶𝐴𝑝𝑝 and core𝐼𝑛𝑓 𝑟𝑎 . Three key insights that
guide our proposal:
• Even though instructions per cycle (IPC) is sometimes not an
accurate metric for measuring performance [7, 30], IPC is a good
metric to describe core-aging, which correlates with the switch-
ing activity of critical transistor paths [37]. On top of that, the
instructions per second metric is useful to represent how worn-
out a core has been during a time unit.

• Our experiments suggest that it is important to distinguish be-
tween core𝐿𝐶𝐴𝑝𝑝 and core𝐼𝑛𝑓 𝑟𝑎 for maintaining cores’ sustain-
ability in the case of CPU affinity. We demonstrate that core𝐼𝑛𝑓 𝑟𝑎
delivers up to 8× higher IPC and 23× higher instructions per
second than core𝐿𝐶𝐴𝑝𝑝 .

• We pin-point that core𝐼𝑛𝑓 𝑟𝑎 creates heat hot spots, increases
the chances of unexpected CPU failures and carries new ther-
mal management challenges. Our experiments running a TCP
echo benchmark on the Demikernel dataplane OS [50] show that
core𝐼𝑛𝑓 𝑟𝑎 generates up to 1.5× more heat than other core𝐿𝐶𝐴𝑝𝑝 .
The organization of this paper is as follows. Sec. 2 introduces

the prevalence of CPU affinity, which is especially required by
infrastructure threads. Then, Sec. 3 characterizes microarchitectural
features of core𝐼𝑛𝑓 𝑟𝑎 and core𝐿𝐶𝐴𝑝𝑝 , and offers insights that help
reason about the unsustainability caused by CPU affinity. Next,
Sec. 4 provides design options on how to mitigate sustainability
problems due to CPU affinity, including a new metric and designs
from OS and system architecture perspectives. Finally, Sec. 5 and
Sec. 6 discuss related works and conclude this paper.

2 THE PREVALENCE OF CPU AFFINITY

In the literature, application threads that require CPU affinity have
been extensively explored [10, 18, 26, 46, 47]. In this paper, we
primarily highlight the prevalence of CPU affinity for infrastructure
threads in the following categories:
• Virtualization overheads can be significantly reduced by exclu-
sively dedicating physical cores (i.e., sidecores [31, 40]) to its user-
level virtualization layer [49] via virtual device emulation. The
sidecore polls guest I/O operations via shared memory regions,
so no VM exits are needed to submit device commands. Moreover,
the user-level NVMe device driver [49] enables sidecores without
user-kernel mode switches.

• As scheduling in the network stack favors a centralized queuing
model for low tail latency [15, 24], system designers dedicate
physical cores to balance loads and dispatch packets to applica-
tion threads [24, 38].

• Low-latency network stacks get rid of high overhead interrupts
and employ dedicated cores to poll device queues to improve
I/O performance [2]. Some work pins network connections on
the same core to improve data locality and reduce coherence
misses [11, 42]. More recent OS designs take advantage of user-
level busy-polling [11, 41, 44, 50] to guarantee microsecond-scale
tail latency. End-to-end low-latency networking systems, such as

MICA [32] and eRPC [25] dedicate polling cores to receive short
requests. Note that low-latency storage stacks behave similarly
and benefit from CPU affinity [6, 29, 31].
In addition, infrastructure administrators stick to this thread-

to-core pinning model for performance scalability, which sacrifices
more sustainability if not handled properly. More cores should be
pinned to infrastructure threads to achieve performance scaling.
Other examples of why CPU affinity is even more essential for
scalable infrastructure management include:
• Distributing and balancing interrupt requests (IRQs) from a par-
ticular I/O device across multiple physical cores can improve in-
terrupt handling throughput to catch up with device scaling [1, 3].

• Servers with multiple NICs or SSDs require the number of polling
cores to scale proportionally [19, 29]. Virtualization further man-
dates 16 extra CPU cores to saturate 12 SSDs [29].

• Since one physical core limits scheduling throughput to under
5 million packets per second [24, 38], further throughput im-
provements come from dedicating multiple cores to the dispatch
threads [24, 53].

3 UNDERSTANDING THE IMPACT OF CPU
AFFINITY ON SUSTAINABILITY

In this section, we demonstrate our findings with respect to unsus-
tainable CPU affinity. Our characterizations suggest that core𝐼𝑛𝑓 𝑟𝑎
and core𝐿𝐶𝐴𝑝𝑝 should be treated differently in terms of lifespan.

Observation Summary: Significant unevenness of IPC, CPU
stalls, instructions per second, and temperature exist between core𝐼𝑛𝑓 𝑟𝑎
and core𝐿𝐶𝐴𝑝𝑝 . Therefore, core𝐼𝑛𝑓 𝑟𝑎 may potentially fail much
sooner due to faster transistor wear-out, leading to more frequent
hardware refreshes and higher embodied carbon emissions.

3.1 Differentiating Infrastructure Cores and
Application Cores

We profile low-level features of cores that have pinned threads for
performance benefits. Our experiments run on Intel Xeon Gold
6145 with 2 sockets, 20 cores per socket, and Mellanox MT27710
ConnectX-4 Lx NIC and Intel NVMe P4600 SSD. We use Linux Perf
as themeasurement tool.We use the pState driver with performance
governor that scales each core’s frequency from 1GHz to 3.7GHz
depending on demand.
IPC comparison. Fig. 1 and Fig. 2 show a comparison of instruc-
tions per cycle (IPC) between core𝐼𝑛𝑓 𝑟𝑎 and core𝐿𝐶𝐴𝑝𝑝 . Fig. 1 illus-
trates the common observation that LC applications usually run at
low IPC between 0.4–1.0, which is corroborated by a plethora of
prior work [9, 14, 26, 47].

In Fig. 2, we profile threads that are used in infrastructure tasks
and that usually require CPU affinity for performance benefits. We
characterize a spectrum of infrastructure tasks that are pinned on
physical cores. Poll1 and Poll2 represent I/O submission/comple-
tion queue busy-polling in DPDK [2] and SPDK [6], respectively.
Router shows an L3 network router program that forwards re-
ceived packets to another by accessing 5-tuple hash objects and
matching a flow table at runtime. Interrupt and Virtualization
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Figure 1: Application core IPC profiling.
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Figure 2: Infrastructure core IPC profiling.

characterizes IPCs of IRQ cores [14] and cores that are dedicated to
performing virtual-to-physical address remapping in the Sidecore
approach [29], respectively. Sched1 and Sched2 represent cores
that are dedicated to scheduling (managing queues and dispatching
requests to other application threads) in Shinjuku [24] and Demik-
ernel [50], respectively. Live Migration shows a QEMU/KVM
managed VM live migration task [45].

As Fig. 2 demonstrates, cores𝐼𝑛𝑓 𝑟𝑎 exhibit 2.8-8× higher IPC than
cores𝐿𝐶𝐴𝑝𝑝 , and this high-IPC characteristic is common acrossmost
infrastructure threads we evaluate. The much higher IPC implies
that core𝐼𝑛𝑓 𝑟𝑎 may wear out faster than core𝐿𝐶𝐴𝑝𝑝 due to their
inherent instruction-level differences. CPU affinity amplifies such
differences and causes unbalanced cores’ lifetime. Next, we perform
detailed analyses to answer the following:
• What is the difference at the microarchitectural-level?
• What metrics would help measure sustainability?

CPU stalls: bad for performance, but good for sustainability.
This work profiles CPU stalls happening in the FrontEnd, BackEnd,
and branch-related pipeline bubbles. The FrontEnd is responsible
for fetching instructions and decoding them into low-level micro-
ops (𝜇Ops). The BackEnd includes 𝜇Op allocation and execution,
including stalls caused by data accesses. Branch stalls are accounted
for when a 𝜇Op get canceled before retiring due to mispredicted
branches.

Fig. 7 shows that only 20–27% CPU cycles are effectively uti-
lized for retiring instructions on cores𝐿𝐶𝐴𝑝𝑝 . This aligns with the
fact that those applications have <1 IPC (shown Fig. 1) which ac-
counts for only ∼20% of the theoretical execution bandwidth of a
Skylake CPU core, whose theoretical peak IPC is 5.0. On the other
hand, busy-polling core𝐼𝑛𝑓 𝑟𝑎 retires instructions during 89% of its
execution cycles.

CPU stalls are the main reason for low effective CPU utilization
of cores𝐿𝐶𝐴𝑝𝑝 . Fig. 3, Fig. 4 and Fig. 6 illustrate that MemCacheD,
Redis and RocksDB suffer from 25–45% FrontEnd stalls, 26–40%
BackEnd stalls and 4–6% Branch stalls, respectively. However, Poll
has few stalls, which explains its much higher IPC when compared
with core𝐿𝐶𝐴𝑝𝑝 .
Stall breakdown analysis. These stalls can be broken down fur-
ther. Our experiments in Fig. 5 show that L1 MPKIs are as high
as 17, while production-level applications are more complex and
can exceed 50 [47]. Recently, applications have become more com-
plex with deeper layering abstractions. For example, instruction
footprints have grown to be 100× larger than the size of an L1

instruction cache [10], which creates long stalls and interference in
the cache hierarchy. Therefore, CPUs waste cycles in the FrontEnd
waiting for codes required by those applications. In contrast, Poll
has only 0.01 MPKI, as shown in Fig. 5. As for BackEnd stalls, the
waiting times due to L2, LLC, main memory or SSD accesses are all
possible contributors. Unlike those cores𝐿𝐶𝐴𝑝𝑝 , core𝐼𝑛𝑓 𝑟𝑎 running
polling threads barely suffer from L2 or lower-level memory data
misses, thus its BackEnd stalls are negligible.

The Branch stalls of Poll only account for 0.01% of CPU cy-
cles. The polling thread sits in a tight loop checking RX queues,
which spins in a While loop whose branch is almost always taken.
Infrastructure threads usually exhibit the following features: (1)
independence from other application or kernel threads, e.g., not
much synchronization, (2) lightweight code block and simplicity,
and (3) repetitiveness in terms of the work they do.

Therefore, unlike cores𝐿𝐶𝐴𝑝𝑝 that go through complicated branch-
ing routines and rely on huge instruction and data sets, cores𝐼𝑛𝑓 𝑟𝑎
do not suffer from many stalls.
Instructions per second deviations. Due to the significant dif-
ference in IPCs, the rate of aging among core𝐼𝑛𝑓 𝑟𝑎 and core𝐿𝐶𝐴𝑝𝑝
may be drastically different, and the inherent characteristics of
infrastructure threads can exacerbate this aging gap.

Take branch instructions in Fig. 8 as an example; nearly all pro-
grams need branch-related microarchitectural components such as
branch predictors and ALUs. We find that polling exercises up to
23×more branch instructions per second. This implies that, besides
higher IPC, the density of branch instructions in polling is also
higher than those in core𝐿𝐶𝐴𝑝𝑝 . This is true because the code block
of each polling While loop is relatively simple and independent.

Worse, the number of branch instructions per second can further
increase with higher core frequency. Up to 875 million instructions
are executed per second when core𝐼𝑛𝑓 𝑟𝑎 is running at 3.67GHz. We
will explore instruction types other than branches in future work.

3.2 State-of-the-Art OS Characterization
Sec. 3.1 shows microarchitectural characteristics, i.e., IPC, L1 MPKI,
CPU stalls and instructions per second, on the core that runs Poll
microbenchmark. In this section, we measure those metrics of
core𝐼𝑛𝑓 𝑟𝑎 running a state-of-the-art OS, Demikernel [50]. We eval-
uate core𝐼𝑛𝑓 𝑟𝑎 that executes TCP and UDP stacks, which involve
polling, scheduling and dispatching packets. Table 1 shows that
this end-to-end system setting corroborates the observations we
summarized in Sec. 3.1. IPCs of core𝐼𝑛𝑓 𝑟𝑎 are 2-6.275× higher than
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Figure 4: BackEnd CPU stalls.
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Figure 8: Branch instructions per sec-
ond on one core@1GHz.

Table 1: Microarchitectural characterizations on DPDK-based
Demikernel network stacks [50] (TCP and UDP) vs. Poll
benchmark (Sec. 3.1). All cores@3.67GHz).

Metric TCP UDP Poll

IPC 2.51 2.03 3.2

L1 MPKI 1.28 5.32 0.01

Branch Instructions 1.1 G/s 1.2 G/s 0.9 G/s

FrontEnd Stall 8.2% 16.1% 3.6%

BackEnd Stall 23.6% 29.3% 9.5%

Branch Stall 1.7% 4.3% 0.3%

Retiring 66.5% 50.3% 86.7%

applications shown in Fig. 1. L1 MPKI of the core𝐼𝑛𝑓 𝑟𝑎 are much
higher than Poll evaluated in Fig. 5, but still much lower than those
of applications. The number of branch instructions per second con-
sistently remains at an intense level, no less than 1.26× higher than
Poll core𝐼𝑛𝑓 𝑟𝑎 @3.67Hz.

3.3 Heat Hot Spots
In addition to the unevenness of IPC and instruction per second,
we find that core𝐼𝑛𝑓 𝑟𝑎 also incurs heat hot spots on a CPU die. We
ran a TCP echo benchmark on Demikernel using its DPDK network
stack over 10 minutes. We measured per-core temperature through
Intel RAPL tool, whose results are shown in Fig. 9. The temperature
of Core1 where Demikernel was pinned for network processing
reaches 53-58◦𝐶 , which generates more heat than any other core.
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Figure 9: Per-core temperature measurement.

4 DESIGN OPTIONS

This work proposes a few design options for sustainability-aware
CPU affinity, including a new metric, OS designs, and system archi-
tecture designs.

4.1 A New Metric: WTTF
Worst Time to Failure Modeling. Instead of predicting the life-
time of each core through modeling based on thermal/transistor
states, we estimate the worst time to failure (WTTF). Each instruc-
tion does not necessarily wear out the same path or accumulate
the same number of transitions on the same path. However, in the
worst case, as instructions accumulate and whose number reaches
a threshold, the core can be considered as a core that is not 100%
reliable. Such unreliable cores can potentially deliver wrong results
and cannot be fully trusted if running critical code blocks [22]. We
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use Equ. 1 to calculate WTTF at runtime.

𝑊𝑇𝑇𝐹 =

∞∑︁
𝑛=1

𝐼𝑃𝐶𝑡𝑛 × 𝑓 𝑟𝑒𝑞𝑡𝑛 × 𝑡𝑛 (1)

Where 𝐼𝑃𝐶𝑡𝑛 × 𝑓 𝑟𝑒𝑞𝑡𝑛 gives the number of instructions running
on a core per second; within a time window 𝑡𝑛 when the core is
running at a frequency of 𝑓 𝑟𝑒𝑞𝑡𝑛 and the pinned thread on the core’s
microarchitecture exhibits 𝐼𝑃𝐶𝑡𝑛 , the total number of instructions,
in the worst case, have worn out the weakest path of this core 𝐼𝑃𝐶𝑡𝑛
× 𝑓 𝑟𝑒𝑞𝑡𝑛 × 𝑡𝑛 times.

Instead of figuring out a concrete threshold that represents
WTTF, which is difficult to estimate accurately, we focus on bal-
ancing the relative WTTF between cores.

4.2 OS Perspectives
Sustainability-aware OS thread scheduling. OS-level solutions
would help balance WTTFs of cores𝐼𝑛𝑓 𝑟𝑎 and cores𝐿𝐶𝐴𝑝𝑝 .

There are two options for OS scheduler designs, based on either
user-defined or automated solution. First, we can enable a trans-
parent interface that augments the flexibility of existing interface
implementing thread binding, e.g., Linux cpuset. At runtime, the
new sustainability-aware interface allows dynamic user-defined
binding between threads within a specified cpuset and cores that
age at uneven pace. Second, the OS can migrate and swap affini-
tized threads from one core that has significantly aged or thermally
loaded to another core. Since we expect the age-oriented scheduling
happens infrequently, e.g., monthly or yearly, there is a consider-
able design space which allows us to trade scheduling overheads
for consistency, robustness and complete live management during
migration or swapping.
Affinity-aware thermal management. The heat asymmetry of
cores𝐼𝑛𝑓 𝑟𝑎 and cores𝐿𝐶𝐴𝑝𝑝 due to CPU affinity requires new ther-
mal management policies and mechanisms. For controlling hot
spots, one can either reduce the heat production of cores𝐼𝑛𝑓 𝑟𝑎 , or
balance heat production across cores𝐼𝑛𝑓 𝑟𝑎 and cores𝐿𝐶𝐴𝑝𝑝 . The for-
mer can benefit from existing mechanisms such as Dynamic Voltage
and Frequency Scaling (DVFS). We leave it for future work to un-
derstand the trade-off between energy efficiency, lifetime, and tail
latency [8] when managing cores𝐼𝑛𝑓 𝑟𝑎 through DVFS. For instance,
at low load, lowering the frequency of cores𝐼𝑛𝑓 𝑟𝑎 is beneficial to
save energy and reduce heat dissipation, if tail latency is negligibly
affected. The latter can leverage thermal-aware mechanisms such
as thread migrations and execution throttling [13, 16].

4.3 System Architecture Perspectives
Sustainability-oriented isolation. Alternatively, it is also possi-
ble to pin those threads with highly skewed aging speeds in different
server processors, and group threads with similar aging speeds in
the same physical server. This deployment architecture fundamen-
tally eliminates the need of tracking each core’s aging within each
server and simplifiesmaintenance. One option is to isolate core𝐼𝑛𝑓 𝑟𝑎
on PCIe-attached DPU [5] or IPU [4] which acts as an embedded
processor and is independent of core𝐿𝐶𝐴𝑝𝑝 located on CPUs. This
isolation opens up new motivations for isolating infrastructure and
application threads other than reasons such as interference removal.

The other option is to isolate core𝐼𝑛𝑓 𝑟𝑎 and core𝐿𝐶𝐴𝑝𝑝 on different
CPU servers. For instance, sidecores used for high-performance vir-
tualization can be placed in a remote server [28]. Further, core𝐼𝑛𝑓 𝑟𝑎
CPU servers can use cheaper CPUs with lower cost since core𝐼𝑛𝑓 𝑟𝑎
wears out much faster.
Lifetime-aware co-location. Due to CPU stalls, core𝐿𝐶𝐴𝑝𝑝
has much longer lifetimes than core𝐼𝑛𝑓 𝑟𝑎 . Filling the portion of
core𝐿𝐶𝐴𝑝𝑝 left unused by LC tasks with batch processing applica-
tions is another way to balance the lifetime between core𝐿𝐶𝐴𝑝𝑝
and core𝐼𝑛𝑓 𝑟𝑎 . This approach has been employed in some pro-
posals for high CPU utilization while maintaining predictable tail
latency [20, 34, 35, 52]. For example, Microsoft Bing co-locates LC
and batch jobs on over 90,000 servers [23], and the median machine
in compute clusters at Google hosts 8 applications [51].

5 RELATEDWORK
Some of the prior work focuses on the lifetime of cores𝐿𝐶𝐴𝑝𝑝 . Don-
ald et al. [16] emphasize heat balancing on a CPU dies and ad-
dress the thermal asymmetry among cores that run application
threads. ExtraTime [37] provides an aging analysis framework to
use transistor-level variables to predict aging effects. Facelift [48]
offers aging-aware scheduling among applications and cores to con-
figure the lifetime of a multicore CPU processor. On the other hand,
our paper positions the different characteristics between core𝐿𝐶𝐴𝑝𝑝
and core𝐼𝑛𝑓 𝑟𝑎 and is orthogonal to core𝐿𝐶𝐴𝑝𝑝 lifetime extensions.

Early proposals also advocate leveraging IPC as the metric to
improve energy efficiency [21, 33]. Instead, we characterize IPCs
between core𝐿𝐶𝐴𝑝𝑝 and core𝐼𝑛𝑓 𝑟𝑎 , and use it as an indication to
estimate lifetime. Furthermore, we also introduce instructions per
second, accompanied with IPCs, to estimate cores’ sustainability.

Polling threads that require CPU affinity have been explored by
some researchers considering tail latency and energy efficiency [17,
21, 43]. They propose amortizing the polling-induced performance
and energy overhead by tuning core frequency [2, 43]. This pa-
per extends the focus of CPU affinity beyond polling. We find the
common microarchitectural features across different infrastructure
threads that demand CPU affinity. In addition, our work sheds light
on CPU core lifetime in the context of CPU affinity.

6 CONCLUSIONS
Based on our characterizations, core𝐼𝑛𝑓 𝑟𝑎 are aging much faster
than other cores due to sustainability-unaware CPU affinity. Our
work advocates distinguishing affinitized core𝐼𝑛𝑓 𝑟𝑎 from other
cores to avoid uneven core-aging and heat hot spots, which lead to
more frequent replacement and higher embodied carbon emissions.
In addition, we call for alternative approaches beyond traditional
per-core frequency or voltage tuning [27, 34, 43, 48] to narrow
the aging speed gap. Design options that we offer include OS de-
signs such as instruction intensity aware balancing, heat balancing,
thread isolation and co-location.
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