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Abstract. The combination of escalating application
demand and the end of Dennard scaling has put energy
management at the center of cloud operations, both in the
core and at the edge. Because of the huge cost and long
lead time of provisioning new data centers, many opera-
tors want to squeeze as much use out of existing data cen-
ters as possible, often limited by fixed power provisioning
set at the time of construction. Workload demand spikes
and the inherent variability of renewable energy, as well
as customer desire for carbon free computing, make the
data center power management problem even more chal-
lenging.

We believe it is time to build a power control plane to
provide fine-grained observability and control over data
center energy to operators. Our goal is to help make data
centers substantially more elastic with respect to dynamic
changes in energy sources and application needs, while
still providing good performance to applications. There
are many use cases for cloud power control, including in-
creased power oversubscription and use of green energy,
resilience to power failures, large-scale power demand re-
sponse, and improved energy efficiency.

1 Introduction

For a sustainable computing future, the age of abundant
power in the cloud is nearing its end. A rapid increase
in cloud application energy demand due to artificial in-
telligence and machine learning, as well as the tailing
off of energy efficiency gains from Dennard scaling [5]
has put power management at the center of cloud opera-
tions. In some regions, such as Northern Virginia and Ire-
land [8], data centers already consume more than 10% of
grid power. That portion is projected to continue to grow,
even relative to the increased supply needed to support de-
carbonization of transportation and building heating and
cooling.

As a growing and already major power consumer, cloud
data centers will increasingly have to balance fluctuat-
ing power demand and supply. In this scenario, there
are three primary challenges for data center power man-

agement (cf. Figure 1a): (1) Solar and wind power—
needed to support increased energy use by data centers,
vehicles, and homes [22]—has volatile swings in power
supply [60]. There can be undersupply and oversupply.
(2) Power infrastructure is a significant capital expendi-
ture; operators increasingly oversubscribe power to lower
costs [38, 57, 65]. However, oversubscription reduces
data center resilience to demand spikes. When demand
spikes above supply, the demand cannot be met. (3) Ex-
treme weather events, triggered in part due to climate
change, are causing more volatility in demand, leading to
blackouts and brownouts [14]. Data centers have limited
power reserves, such as batteries and diesel generators, to
be resilient to such situations, but they deplete quickly if
power demand is not managed well.

To address these challenges, cloud data centers need to
become more elastic with respect to dynamic changes in
energy sources and application needs. To this end, we pro-
pose to build a power control plane (EMPower1) for cloud
data centers. EMPower can observe and control power
demand at a fine granularity and over short timescales
(on the order of seconds) by making it software-defined.
The key is to gracefully trade off power, performance,
and application quality of service (QoS) over time. Our
approach leverages the fact that application QoS require-
ments often allow for slack. This slack allows EMPower
to conserve power during a power event by shedding
and consolidating load, power-switching hardware com-
ponents, and migrating critical workloads to less power-
intensive processors, within QoS parameters, while less
critical load is shifted to times with ample power supply
(cf. Figure 1b).

Existing methods for addressing power-related chal-
lenges have been conservative, offering a narrow power
control range. For instance, Google introduced a
hardware-agnostic power capping system named Thun-
derbolt [40] that aims to reduce QoS violations while
safely allowing power oversubscription. Thunderbolt reg-
ulates CPU power consumption by either limiting band-
width or deactivating cores, balancing QoS with available

1EMPower = Elastic Management of Power.
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Figure 1: Data center power management challenges.

power. However, by focusing on CPUs, such systems sup-
port only a small power control dynamic range. Moreover,
power attribution is too coarse-grained to accurately de-
termine how applications consume power. Similarly, ap-
plication QoS is often specified by virtual machine, rather
than at a finer granularity. As a result, it is challenging to
determine which application loads to control and by how
much.

To push data center power control well beyond exist-
ing capabilities, EMPower will incorporate several novel
power-saving mechanisms and policies by leveraging the
capabilities offered by emerging microservice develop-
ment models and modern hardware devices. For exam-
ple, disaggregated memory presents a unique opportunity
to decouple application state from heterogeneous compute
cores with minimal overhead. EMPower can leverage dis-
aggregated memory for aggressive consolidation of com-
pute across servers and accelerators, while shutting down
unused components to expand the power control dynamic
range. These selections will be made in real time, guided
by our policies.

To realize EMPower, we require a hardware/software
co-design of next-generation data centers, workloads, and
their run-time systems. We identify five challenges to re-
alizing EMPower: (1) An effective power control plane
must scale to include most of a data center’s hardware and
applications. (2) There is currently no mechanism for ap-
plications to convey fine-grained service-level agreements
(SLAs) to operators, forcing operators to be conservative

when deciding how to respond to power demand. (3)
Power control policies must be automatic and robust over
both long and short timescales (seconds or less). (4) The
range of power-controllable hardware devices must be ex-
panded to unlock the full power control dynamic range
available in data centers. (5) Power instrumentation and
control mechanisms today provide information and actua-
tion at the wrong granularities, making it difficult to iden-
tify opportunities for efficiency and to respond to fluctua-
tions in power availability.

We lay out a research agenda to address these chal-
lenges: (1) designing scalable mechanisms for power de-
mand and supply instrumentation and control, (2) design-
ing an interface for expressing applications’ SLAs to al-
low operators to trade off performance and power con-
sumption, (3) designing automatic power control poli-
cies that are robust over varying timescales, (4) shutting
down servers and incorporating low-power heterogeneous
compute cores to maximize the power control dynamic
range, and (5) designing power instrumentation and con-
trol mechanisms that can measure and actuate at a fine-
grain level of remote procedure calls and microservices,
over short timescales.

We expect that EMPower will dramatically improve
the energy efficiency of data centers, enable more renew-
able energy use, reduce the time to recover from power
outages, and allow data centers to outlive power disrup-
tion events by leveraging software-defined power control.
For example, EMPower allows individual cloud data cen-
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ters to handle more load by enabling further oversub-
scription of available power beyond what can be safely
achieved today. EMPower’s power instrumentation in-
sights allow developers to focus on code debloating to
improve software energy efficiency. By quickly shedding
load and power-switching associated hardware resources,
EMPower makes data centers resilient to power supply
variability, including power disruption and green power
availability. Finally, EMPower can keep critical applica-
tions in operation in a power crisis and gracefully reduce
the power demand of a data center when power is in short
supply.

2 Cloud Power Control—Why Now?

With the commercial success of internet-scale applica-
tions and cloud computing, cloud infrastructure has grown
rapidly. Estimates place data centers as responsible for 1–
2% of aggregate worldwide electricity consumption [34,
54] and project that data center power consumption will
grow to 10% of global electricity use by 2030 [34, 42, 46].
In many power grids, data centers are already major load
contributors. For example, in Northern Virginia, data cen-
ters account for 12% of power consumption (2022), and
are predicted to reach 22% in 2032 [18, 19]. In Ireland,
data centers account for 14% of national electricity use
(2022) [8] and may be 30% by 2029 [21]. In response, the
Ireland national grid manager recently canceled more than
30 planned data center projects to preserve the stability of
the grid [35]. These are just the leading edge. With con-
tinued cloud and artificial intelligence growth, the power
draw of data centers is expected to be a large factor for
many regional grids [29, 34, 46]. A consequence of this
rapid growth is that data centers will need to operate un-
der tight and variable power envelopes, if they are to be
allowed access to grid power.

Due to the high cost of provisioning peak power, some
hyperscale cloud data centers already oversubscribe their
power infrastructure [38, 57, 65]. Under oversubscrip-
tion, more servers are placed on a circuit than can be fully
powered at peak load simultaneously. To make this work,
providers have deployed power capping systems [40] to
automatically shed non-critical load in overload situa-
tions. These generally are designed to make adjustments
within a small dynamic range.

However, power demand and supply variability can
occur suddenly and with large swings. For example,
Google observed a 30× increase in compute demand for
some applications during the first quarter of 2020 due to
the the pandemic-induced spike in home-office use [7]
and a major problem was provisioning enough power to

fulfill the demand of newly deployed servers to handle
the spike. On the supply side, renewable energy is be-
coming a primary power source [22]. Wind and solar
power plants have large swings in production around their
nominal generating capacity [60]. Even without renew-
ables, an increase in natural disasters has led to more
blackouts and brownouts—observed grid failures world-
wide are 4× above IEEE expectations for commercial
power systems [23], and failure frequency is trending up-
ward [14]. The problem may also become self-made:
as the largest data centers become increasingly power
proportional, with large load swings [41], there is an
emerging possibility of grid-destabilizing power demand
changes. Grid failures are especially a problem for edge
data centers, as they often cannot afford the luxury of part-
nering with multiple power providers for redundancy and
have limited power storage facilities.

3 Challenges

Power variability has traditionally not been an area of fo-
cus for system designers. Existing systems have a small
dynamic range of power control, as well as coarse-grained
instrumentation and load control. Challenges include high
idle power consumption for servers, power instrumenta-
tion only at the chassis and CPU socket levels, coarse-
grained load control at the virtual machine level, and
missing integration with accelerators, such as GPUs and
SmartNICs. We describe these challenges in this section
and explain how they make it difficult to support efficient
power control at scale. Building a power control plane
requires us to overcome them.

Limited power control dynamic range. Cloud hard-
ware traditionally has a small dynamic range for power
consumption. Server power control features, such as dy-
namic voltage and frequency scaling (DVFS) and running
average power limit (RAPL) allow only limited control
over CPU, GPU, and memory power [9, 39, 53]. Cloud
servers consume a large amount of idle power that cannot
be controlled via either mechanism. We have tested a va-
riety of servers, including on CloudLab [17]. We found
that the total server idle power, where no application is
running, ranges from 58 to 220 watts, depending on the
machine in use. For GPU-optimized servers, idle power
can be as high as 600 watts. For EMPower to be effective,
we believe it is necessary to make servers more power-
proportional—i.e., more efficient at any utilization—to in-
crease the data center’s power control dynamic range.
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Coarse power instrumentation granularity. The ad-
vent of power instrumentation is a pivotal development in
understanding energy consumption in data centers. Nev-
ertheless, the granularity at which power instrumentation
is available remains a challenge. Currently, these mea-
surements exist primarily at coarse granularities, such as
the full chassis through IPMI [31] or at the CPU socket
level using RAPL [52]. However, in modern cloud en-
vironments, resource multiplexing is an essential mech-
anism for improving resource utilization. Existing meth-
ods for measuring power cannot attribute power consump-
tion to individual applications or processes multiplexed on
the same hardware. Per-application or per-process power
measurements thus remain elusive, making it difficult to
identify inefficiencies in software and to fully realize elas-
tic power control. Finally, fine-grained power instrumen-
tation is not a panacea in a cloud environment. Power
consumption is a common attack vector in side-channel
attacks and we have to make sure our collected data is
safeguarded properly.

Coarse power control granularity. Cloud applications
are increasingly built using a microservice develop-
ment model, where applications are partitioned into fine-
grained modules that encapsulate service and state. Mi-
croservices are naturally resilient to service failure and
they are elastic—they can quickly add or remove service
replicas. The microservices model thus simplifies migrat-
ing and shedding load in response to power supply or de-
mand changes. These developments significantly reduce
the barrier to effective load control at scale. Unfortu-
nately, systems software does not yet control power at the
same fine granularity, utilizing primarily core and socket-
level power control. To realize fine-grained power control,
we have to control CPU, IO, and memory utilization at a
per-process level.

Further, many cloud applications are still designed
as monoliths or leverage heavy-weight virtual machine
(VM) technology to implement microservices. Shedding
load with VMs involves shutting down an entire VM, and
migration involves moving an entire VM’s state among
servers, which can take minutes. To support these appli-
cations we have to provide lighter-weight and fine-grained
load control for legacy VMs.

Limited integration with accelerators and IO devices.
Accelerators like GPUs, which are useful in handling spe-
cific parallelizable tasks, offer limited software control
over power instrumentation and control mechanisms [53].
IO devices such as NICs and storage drives may have no
established mechanisms at all. Understanding and con-

trolling power in accelerators and IO devices is impor-
tant for two reasons. First, such components contribute
significantly to the power draw of servers [20, 47]. Sec-
ond, accelerators, especially GPUs, contribute an increas-
ing amount to the overall energy consumption of a data
center. Integrating these devices into power control de-
cisions is thus important for increasing the power control
dynamic range.

Scalability. A perennial challenge of data center infras-
tructure design is scale. A data center power control plane
must, in a timely manner, process information from power
instrumentation and actuate power control over millions
of heterogeneous processors and accelerators, applica-
tions, and hardware devices. It also must do it in a timely
manner, without violating SLAs and under bursty power
budgets. For EMPower to be successful, we have to de-
sign it from the ground up to be scalable, as well as with
low-overhead and low-latency measurement and actuation
mechanisms, down to OS- and VM-level CPU, accelera-
tor, memory, and IO scheduling, socket allocation, and
process/VM assignment.

4 EMPower: A Cloud Power Control Plane

We propose to build EMPower, a scalable cloud power
control plane. EMPower will feature operating sys-
tem mechanisms for power instrumentation and control
that realize fine-grained and scalable power control poli-
cies. EMPower will address the challenges outlined in
Section 3 by integrating (1) server shutdown to widen
the available power control dynamic range, (2) fine-
grain power instrumentation via performance counters
and power models down to the process and procedure call
level, (3) novel OS mechanisms to provide fine-grained
power control for microservices via modern hardware in-
terfaces, (4) new cloud infrastructure stacks that support
low-power processing, and (5) hierarchical power instru-
mentation and control that can operate at scale.

The overview of EMPower is illustrated in Figure 2.
Each physical server maintains records of SLA and power
information, while a EMPower master controller collects
this data through the network hierarchy. With this aggre-
gated information, the EMPower master controller estab-
lishes the power budget and disseminates it via the net-
work hierarchy. Switches may subdivide their budgets
hierarchically, taking into account the power budget and
workloads. Finally, the servers control process and VM
load and implement power-saving mechanisms, such as
node shutdown. We provide a detailed explanation of our
approach in this section.
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Figure 2: EMPower overview.

Large power control dynamic range via server shut-
down. To expand the power control dynamic range,
EMPower remotely shuts down and starts up entire
servers via built-in board management controllers to fur-
ther reduce unnecessary idle power, for example using the
intelligent platform management interface (IPMI) [31] or
Redfish [16].

To allow us to do this without disrupting services, we
plan to leverage disaggregated memory, such as via Com-
pute eXpress Link (CXL) [13], to store virtual machine,
operating system, and process snapshots, facilitating rapid
power demand adjustments. Disaggregated memory al-
lows its contents to stay accessible with low latency even
after a server is powered down. This shift in capability en-
ables power control over short timescales. EMPower can
shut down entire servers and bring them back in a fraction
of the time required for traditional servers that need to be
restored entirely from block storage systems. Moreover,
disaggregated memory remains accessible without requir-
ing a host to be online. Hence, EMPower can enhance the
power control dynamic range by allowing servers to be
shut down while still allowing access to application data
from other servers. Finally, disaggregated memory can fa-
cilitate coalescing of microservice state, thereby enabling
efficient migration of compute loads. This increases the
flexibility in scheduling workloads across machines while
managing their power consumption [12, 63].

By leveraging these emerging technologies, we pro-
pose to develop a new hibernation technique ( A ) that pro-
gressively saves system images to disaggregated memory
through write-through mechanisms. This approach can
markedly reduce the hibernation duration. Additionally,
since disaggregated memory is byte-addressable, system
states can be promptly recovered. Direct access to pooled
memory allows for the immediate restoration of hot data
to local memory. Consequently, EMPower can signifi-
cantly reduce server idle power.

Fine-grained power instrumentation. To be able to ef-
fectively control power, we have to have a precise under-
standing of how application software is consuming power.
Conventional hardware-based power management tools,
such as RAPL and IPMI, are too coarse-grained to ful-
fill such a need. RAPL can measure the system-wide
CPU and memory energy consumption while IPMI can
measure the machine-level power consumption. However,
EMPower needs to be able to measure the power in terms
of applications, processes, and even remote procedure
calls. To do so, we propose to develop power consump-
tion models, APIs, and instrumentation tools ( B ) that en-
able us to characterize power consumption by applications
across all involved data center hardware components, as
well as across the entire software stack. This accounting
will be similar to the perf tool [55], which profiles ap-
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plications’ CPU usage for performance debugging. Our
instrumentation will report power consumption at a simi-
lar level of detail, by instrumenting performance counters
and leveraging power models to translate performance to
power consumption information. To prevent abuse, this
power information is retained within EMPower and acces-
sible only by cloud operators. There is a potential benefit
of making power instrumentation available also to cloud
tenants. To minimize the potential for attacks, EMPower
has to isolate power readings or report them with reduced
fidelity or frequency to limit the exploitable bit-rate of this
side-channel.

Coordinated and fine-grained power control via mod-
ern hardware interfaces. To realize fine-grained power
control, we have to control CPU, IO, and memory load
at a per-process level. Hardware support for fine-grained
load control is increasingly available. Techniques, such
as CPU jailing and bandwidth control [40], allow us to
control CPU load at a fine-granularity. Interfaces, such as
Intel’s memory bandwidth allocation architecture [24] and
cache allocation technology [49] allow us to control per-
process memory bandwidth and cache utilization, while
modern NICs [30] and SSDs [50] have the ability to limit
IO bandwidth utilization to control IO load at a fine gran-
ularity. As hardware becomes more power proportional, it
is important to utilize these knobs. Unfortunately, current
operating systems do not exploit such hardware-provided
load control mechanisms in concert. Our goal is to de-
velop the necessary OS policies and mechanisms that col-
lectively leverage these load control techniques to main-
tain power draw within its budget.

A practical illustration of this is the strategic confine-
ment of applications to server sockets, while limiting ac-
cess to memory and storage bandwidth ( C ) to reduce
power consumption. For example, EMPower may de-
cide to reduce the power consumption of a number of
servers by shutting down one socket, but also reducing
the number of active memory and SSD channels in tan-
dem with the reduced compute load, to balance system
resources and reduce idle power consumed by these re-
sources. When a workload is memory intensive, EM-
Power may decide to leave memory bandwidth at capacity
to allow the workload to finish within its SLA.

Cloud infrastructure software stack design for low-
power processing. We plan to redesign the cloud soft-
ware infrastructure stack with support for low power
modes. For example, to be able to shutdown servers ( A ),
cluster managers need to treat server shutdown as a new
operational mode, distinct from a failure. To be able to

use low-power processing, microservice runtimes need
to support transparent migration of applications to low-
power processors, such as SmartNICs ( D ). Similarly, dis-
aggregated cloud services, such as storage, need to sup-
port these processors. We previously developed proto-
type runtimes and storage services leveraging low power
options (e.g., iPipe [43] and E3 [44] for microservices,
and LineFS [37] for storage) and we plan to extend them
to support low-latency application and service migration
when power budgets change. We also plan to redesign
many further cloud services, such as network communi-
cation, locking, and load balancing, to support low-power
operation.

Leveraging hierarchy for power instrumentation and
control scalability. To efficiently utilize power and
safely run applications, we need EMPower to react
quickly to changes in power demand and supply. At the
same time, EMPower has to be robust in the sense that it
does not violate application SLAs, does not lead to tripped
power breakers, and interacts well with power grids.

Hierarchical aggregation and budgeting ( E ) will scale
power measurement and actuation. In the limit, we will
leverage the hierarchy of data center network topolo-
gies [2] via programmable switches by extending exist-
ing network control planes to aggregate power measure-
ments and SLA information at the server, rack, and pod
(set of racks) level. The aggregates will be forwarded to a
central power controller that takes power supply measure-
ments, executes a global power control policy, and then
distributes power budgets back to switches and servers for
effective power actuation, local to each server.

In detail, EMPower calculates the available power bud-
get considering both power supply and demand. Mean-
while, EMPower also estimates the required power to
guarantee application SLAs using the SLA and power
information. Using the available power budget and re-
quired power, EMPower determines per-pod power bud-
gets ( F ) and delivers them to the corresponding switches
by leveraging the data center network hierarchy. Pod-
level switches then subdivide the budget to the rack-level.
Rack-level switches finally subdivide to per-server bud-
gets and determine necessary power-saving policies de-
pending on the power budget and available power-saving
mechanisms ( G ). OSes and hypervisors may further
subdivide the budget to per-socket, per-core, and per-
application budgets.

Note that power distribution does not always corre-
spond to network hierarchy in data centers. As such, each
rack and pod might not represent a power failure domain
from a physical perspective. However, simpler power con-
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trol hierarchies are possible. For example, servers can ag-
gregate and actuate per-core and per-socket power mea-
surements in a virtual hierarchy to and from the central
controller.

5 Use Cases

There are many use cases for cloud power control, includ-
ing increased power oversubscription, resilience to power
failures, large-scale power demand response, improved
energy efficiency, and use of green energy. We detail these
examples here.

Power oversubscription. The capacity demand of data
centers has been increasing, drastically raising cost.
Power distribution infrastructure, in particular, is a grow-
ing cost center. In the meantime, the actual power con-
sumption of data centers is often less than the maximum
power draw of the deployed equipment [57]. For this rea-
son, hyperscalers often oversubscribe power—the provi-
sioning of more machines than the power supply can fully
support at 100% utilization. However, oversubscription
can threaten to push a data center’s power draw beyond
its supply unexpectedly.

Continuously controlling the load and power demand to
prevent overloading power equipment is the job of power
capping systems [38, 40, 65, 66]. In comparison to ex-
isting systems, EMPower enables increased power over-
subscription by providing a larger power control dynamic
range by shutting down servers and migrating workloads
to low-power processors, as well as finer grained control
over power demand and supply, allowing power demand
to be controlled much closer to the given power supply
envelope.

Power resilience. Data center power supply is increas-
ingly threatened by blackouts and brownouts from natural
disasters—in particular climate events, which are becom-
ing more frequent due to global warming—and failures
of aging grid infrastructure [14, 15, 23]. This trend is es-
pecially salient for edge data centers which often receive
power from only one utility [48].

EMPower can handle these unexpected events by keep-
ing track of available reserved energy, such as batteries
and generators, and shedding an adequate amount of non-
critical load to fit the power budget.

Power demand response. Demand response refers to
adjusting power draw in response to changes in the power
supply. Effective demand response has financial benefits

and offers power resiliency. For instance, grid operators
may increase the cost of power to incentivize lower de-
mand from grid customers, e.g., when renewable energy
makes up a small share of the energy mix or when the grid
is particularly strained.

Supporting power demand response is poised to be-
come table-stakes for new data center deployments. For
instance, the Irish government has expressed a preference
for energy-efficient and carbon-conscious data center de-
velopments [33]. Included in the preference are tech-
niques to adapt to variable grid demands on power con-
sumption. By gracefully degrading non-critical load to
reduce a data center’s power draw at times of extreme
grid-wide power demand, EMPower can support demand
response to enable the deployment of new data centers
that not only preserve grid health, but can also reduce op-
erational costs.

Energy efficiency. Many existing cloud APIs layer in-
efficient implementations, wasting energy. EMPower can
help identify and debug software inefficiencies by provid-
ing a granular accounting of the power consumption of
individual components of the application stack. A power
control plane would profile applications’ power usage to
help developers identify code and application architec-
tures that may be streamlined. The power profiling in-
formation supplied by EMPower could also be used to
quantitatively compare system and application designs for
energy efficiency.

Low-carbon computing. The large-scale computing
industry is growing faster than green energy sources can
be brought online. To date, the price of emitting carbon is
too low to drive the data center’s carbon efficiency. This
will change over time. In the longer term, the tools we
build for managing power consumption can be used for
minimizing data center carbon and will make that transi-
tion much easier.

Many of the techniques employed in EMPower can
form a foundation of low-carbon computing. For ex-
ample, common features of low-carbon computing plat-
forms are to handle power supply swings caused by re-
newable energy and to estimate the carbon emissions
of servers [1, 61]. EMPower natively addresses power
volatility (§2), and its power consumption measurements
can support carbon emissions estimation. We anticipate
cloud operators will be forced to adopt power control
planes to address urgent power control problems. We be-
lieve a side benefit is that these power control planes can
also facilitate the longer-term social goal of low-carbon
computing.

7



6 Related Work

Power capping. Data center operators are deploying
power capping systems [40] that enable increasing over-
subscription [38, 57, 65] of data center power infrastruc-
ture. The key criterion for such systems is to uphold
quality-of-service guarantees, while shedding load that
would exceed a predefined power envelope. Server over-
load control that preserves latency targets has also been
investigated [11] for non-power-capped scenarios. EM-
Power builds on this work to enhance the power control
dynamic range and provide elastic power control beyond
oversubscription, including supply variability, resilience,
and demand control.

Intermittent computing. Many system-level hardware
and software techniques address continued operation un-
der variable power supply, for instance for Internet-of-
Things devices, edge computing, and energy-harvesting
computing environments. The most extreme scenario is
intermittent computing, where only a fraction of peak
power is available for extended periods [47, 59, 64]. Some
techniques include fast snapshotting and restoration dur-
ing low-power events and the use of heterogeneous hard-
ware with different power profiles. We adapt some of this
work to operate beyond the server scale. In particular,
EMPower combines OS and networking techniques to en-
able fast reaction and control at rack scale and beyond.

Resource disaggregation. Resource disaggregation is a
recent hot topic in the systems and architecture commu-
nities [26, 27, 58], supported by emerging hardware and
protocols [13, 51]. Its primary purpose is to pool hardware
resources, including memory and storage, to enable more
efficient sharing and to raise utilization. We plan to build
on recent resource disaggregation support for fine-grained
power control, such as shutting down a server chassis,
while keeping pooled memory online.

Power proportionality. Power proportionality is a re-
quirement of EMPower, since it increases the power con-
trol dynamic range of the data center [45]. Existing
work targets power proportionality on single servers, for
instance using dynamic voltage and frequency scaling
(DVFS) and hardware sleep states [3, 6, 32, 53, 56].
However, DVFS provides only a small power dynamic
range [39], and these mechanisms are typically only
scoped to a single server. Other work aims for system-
wide power proportionality, i.e., across multiple nodes,
often by leveraging the different power profiles and ca-
pabilities of heterogeneous hardware [4, 10, 45, 47]. We

plan to enhance data center power proportionality by inte-
grating low-power processors (e.g., SmartNICs [37, 44]),
server hibernation, and fine-grained instrumentation and
control.

Energy attribution. There have been several research
efforts to measure power consumption in cloud servers
and applications [25, 28, 36, 62]. For example, EnergAt
presents a thread-level, NUMA-aware energy attribution
for CPU and DRAM in multi-tenant environments [28].
However, EnergAt uses up to 10% of an application’s en-
ergy to determine its energy consumption, which is too
high for continuous use, such as in EMPower. Other sys-
tems use performance counters, accessed through hard-
ware interfaces or perf [55], to estimate the power con-
sumption at a container level [25, 36, 62]. However, such
event monitoring from VMs is unavailable in cloud set-
tings since it is a privileged task. To support monitoring
in a cloud setting, systems often rely on CPU occupation
time, which is inaccurate, or a customized hypervisor to
estimate container-level CPU power consumption. More-
over, the related work focuses on CPU and memory power
consumption without considering other components, in-
cluding accelerators and peripherals. EMPower collects
power consumption information beyond CPU occupation
time, allowing for precise attribution of energy to applica-
tions in a cloud computing environment. EMPower avoids
the security risks of existing approaches by supplying ap-
plications with appropriate power data aggregates, limit-
ing the attack surface of side-channels.

7 Conclusion

We underscore the critical need for a power control plane
in cloud data centers, driven by the end of Dennard scal-
ing, rising power costs, increased use of renewables, in-
creased extreme weather events, and sudden power de-
mand surges. We propose EMPower to provide fine-
grained, scalable control over data center power use,
aiming to enhance data center elasticity in response to
dynamic changes in energy demand and supply. New
technologies, including disaggregated memories, low-
power compute devices, programmable switches, and
fine-grained development models, open the opportunity
for EMPower. We envision several use cases for cloud
power control, including increased power oversubscrip-
tion, use of green energy, resilience to power failures, and
improved energy efficiency.
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mon Peter, and Emmett Witchel. LineFS: Efficient
SmartNIC Offload of a Distributed File System with
Pipeline Parallelism. In Proceedings of the ACM
SIGOPS Symposium on Operating Systems Princi-
ples, page 756–771, 2021.

[38] Alok Gautam Kumbhare, Reza Azimi, Ioannis
Manousakis, Anand Bonde, Felipe Frujeri, Nithish
Mahalingam, Pulkit A. Misra, Seyyed Ahmad
Javadi, Bianca Schroeder, Marcus Fontoura, and Ri-
cardo Bianchini. Prediction-Based Power Oversub-
scription in Cloud Platforms. In Proceedings of
USENIX Annual Technical Conference, pages 473–
487, 2021.

[39] Etienne Le Sueur and Gernot Heiser. Dynamic Volt-
age and Frequency Scaling: The Laws of Diminish-
ing Returns. In Proceedings of International Confer-
ence on Power Aware Computing and Systems, page
1–8, 2010.

[40] Shaohong Li, Xi Wang, Xiao Zhang, Vasileios
Kontorinis, Sreekumar Kodakara, David Lo,
and Parthasarathy Ranganathan. Thunderbolt:

10

https://gizmodo.com/data-centers-are-pushing-ireland-s-electric-grid-to-the-1848282390
https://gizmodo.com/data-centers-are-pushing-ireland-s-electric-grid-to-the-1848282390
https://www.greenpeace.de/publikationen/20170110_greenpeace_clicking_clean.pdf
https://www.greenpeace.de/publikationen/20170110_greenpeace_clicking_clean.pdf
https://www.intel.com/content/www/us/en/developer/articles/technical/introduction-to-memory-bandwidth-allocation.html
https://www.intel.com/content/www/us/en/developer/articles/technical/introduction-to-memory-bandwidth-allocation.html
https://www.intel.com/content/www/us/en/developer/articles/technical/introduction-to-memory-bandwidth-allocation.html
https://github.com/hubblo-org/scaphandre
https://github.com/hubblo-org/scaphandre
https://cushwake.cld.bz/2022-Global-Data-Center-Market-Comparison
https://cushwake.cld.bz/2022-Global-Data-Center-Market-Comparison
https://www.intel.com/content/www/us/en/products/docs/servers/ipmi/ipmi-second-gen-interface-spec-v2-rev1-1.html
https://www.intel.com/content/www/us/en/products/docs/servers/ipmi/ipmi-second-gen-interface-spec-v2-rev1-1.html
https://www.intel.com/content/www/us/en/products/docs/servers/ipmi/ipmi-second-gen-interface-spec-v2-rev1-1.html
https://www.intel.com/content/www/us/en/support/articles/000007073/processors.html
https://www.intel.com/content/www/us/en/support/articles/000007073/processors.html
https://assets.gov.ie/231142/e108d6fa-c769-4286-8fb4-0e2ff07548fe.pdf
https://assets.gov.ie/231142/e108d6fa-c769-4286-8fb4-0e2ff07548fe.pdf
https://www.datacenterdynamics.com/en/news/eirgrid-pulls-plug-on-30-irish-data-center-projects/
https://www.datacenterdynamics.com/en/news/eirgrid-pulls-plug-on-30-irish-data-center-projects/
https://www.datacenterdynamics.com/en/news/eirgrid-pulls-plug-on-30-irish-data-center-projects/
https://github.com/sustainable-computing-io/kepler
https://github.com/sustainable-computing-io/kepler


Throughput-Optimized, Quality-of-Service-Aware
Power Capping at Scale. In Proceedings of USENIX
Symposium on Operating Systems Design and
Implementation, pages 1241–1255, 2020.

[41] Liuzixuan Lin and Andrew A Chien. Adapting Dat-
acenter Capacity for Greener Datacenters and Grid.
In Proceedings of ACM International Conference on
Future Energy Systems, page 200–213, 2023.

[42] Liuzixuan Lin, Victor M. Zavala, and Andrew A.
Chien. Evaluating Coupling Models for Cloud Dat-
acenters and Power Grids. In Proceedings of the
Twelfth ACM International Conference on Future
Energy Systems, page 171–184, 2021.

[43] Ming Liu, Tianyi Cui, Henry Schuh, Arvind Kr-
ishnamurthy, Simon Peter, and Karan Gupta. Of-
floading Distributed Applications onto SmartNICs
using iPipe. In Proceedings of ACM Special Inter-
est Group on Data Communication, pages 318–333,
2019.

[44] Ming Liu, Simon Peter, Arvind Krishnamurthy, and
Phitchaya Mangpo Phothilimthana. E3: Energy-
Efficient Microservices on SmartNIC-Accelerated
Servers. In Proceedings of USENIX Annual Tech-
nical Conference, pages 363–378, 2019.

[45] David Lo, Liqun Cheng, Rama Govindaraju,
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